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Schlumberger was one of the early companies to invest in artificial intelligence (AI).
In this article, we summarize the work done on AI applications in the first twenty
years of that investment. We highlight contributions to the company’s well-known
oilfield services business, as well as the technology businesses it has since divested.
We also include contributions beyond Schlumberger, a bibliography of publications,
and reflections from our personal experience.

Schlumberger has been at the forefront of tech-
nology in its oilfield services business since the
late 1920s. Throughout its history, the company

has invested in many leading-edge technologies in the
ongoing quest to create and leverage differentiating
technology to better serve its customers. Examples
include nuclear, electromagnetic, and sonic measure-
ments, chemical treatments, telemetry, and networking.

In the late 1970s, the first successful practical
applications of artificial intelligence (AI) caught the
attention of the senior management of the company;
for example, Prospector, an expert system developed
at SRI International for mineral exploration and
resource evaluation [19], and MYCIN, an expert system
developed at Stanford University to assist physicians
with clinical decision-making in the selection of ther-
apy for patients with infections [17].

In response, Schlumberger started two research
efforts: a small group in the company’s Schlumberger-
Doll Research laboratory in Ridgefield Connecticut, in
1978; and a larger center in Palo Alto California—the
Fairchild Laboratory for Artificial Intelligence Research,
in 1980.

Jean Riboud, then Chairman and President of
Schlumberger, summarized the company’s interest [44].

“This technical revolution—the artificial intelli-
gence—is as important for our future as the surge in
oil exploration. It will force us to design new tools, it
will change the capabilities of our services, it will mul-
tiply the effectiveness of our instruments. It will

change the order of magnitude in the size of our
business.”

In this same presentation, Riboud laid out the
rationale for the purchase of Fairchild Semiconductor,
arguing that semiconductors would be the key to
Schlumberger’s measurement technology.

Thus, began a journey that continues to this day.
It will be clear from our story that while AI per-

vaded the thinking of the day, it provided more of a
context than a single focal point. The work was much
broader, extending to a wide range of computational
technologies. This should come as no surprise: even
for systems where the focus is AI, the AI functionality
is always delivered as a part of an integrated system.

It will also be clear that the impact is much broader
than a simple accounting of the products that fol-
lowed from Schlumberger’s research investment.

We have included a Timeline that describes the
major steps that Schlumberger took over the years to
pursue a variety of projects in the AI Field.

TIMELINE—ORGANIZATIONS AND
RESEARCH THEMES

To better understand the details of Schlumberger’s
early AI projects and the context in which the work
was done, this section presents a brief Schlumberger
AI timeline, including a synopsis of the organizations
in which the research was carried out and their
research themes. See [56], for a more comprehensive
list of people and publications.

In 1977, Schlumberger Board Member Jerome
Wiesner, then President of MIT, suggested to Jean
Riboud, Chairman and President of Schlumberger,
that the company look into AI. Conversations followed
with Marvin Minsky and Patrick Winston at MIT, who
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suggested discussions with Edward Feigenbaum and
Bruce Buchanan of the Heuristic Programming Project
at Stanford.

1977: SDR (Schlumberger-Doll Research, Ridgefield,
CT). SDR is the original Schlumberger research lab,
founded in 1948. AI work started in 1977, with a small
team led by Bud Frawley.

1977: Bud Frawley visited Stanford. This was the
start of a collaboration that extended beyond the
period covered in this article. Several former Stanford
students joined Schlumberger over time.

1978: Knowledge Engineering Conference, hosted at
SDR, byMichel Gouilloud, director of the laboratory [30].

This meeting brought together several Schlum-
berger research and engineering managers with AI
experts, including Raj Reddy (CMU), Edward Feigen-
baum, Penny Nii, and Bruce Buchanan (Stanford), Pat-
rick Winston and Randall Davis (MIT), Peter Hart (SRI),
andDavid Barstow (then at Yale, later at SDR).

This was the meeting where dipmeter interpreta-
tion was selected as the most suitable problem for the
application of the most practical AI techniques of the
day (i.e., expert systems). Machine learning was con-
sidered, but not pursued, due to a lack of sufficient
data, the relative immaturity of the field, and the con-
straints of computers in 1978.

These meeting notes are from conversations with
participants, including Bruce Buchanan, Edward Fei-
genbaum, Al Gilreath, Peter Hart, and Chip Letton.

1978–1989: SDR AI research was carried out in the
Systems Science department. Over the years, the
department heads were Jim Baker, followed by Peter
Will, and Stan Vestal. Themes included AI (automatic
programming, expert systems, knowledge representa-
tion and reasoning, machine learning), graphical
modeling, databases, and distributed systems [8].

1979: Ed Feigenbaum and Penny Nii spent part of a
sabbatical year in Clamart and Montrouge, France,
where they worked with geologist Jacques Harry and
others on a lithological expert system application
based on the EMYCIN framework [14].

1980–1985: FLAIR (Fairchild Laboratory for Artifi-
cial Intelligence Research, Palo Alto, CA, USA). Peter
Hart was the director. The initial team included
Marty Tenenbaum, Harry Barrow and Dick Duda
(from SRI International), and Allan Schiffman (from
Fairchild).

Themes included perception and graphics
(including vision and speech), cognition (knowledge
representation and reasoning), AI architectures,
automated test equipment (ATE), engineering/
manufacturing (e.g., integration frameworks [early
service-oriented architectures], concurrent

engineering, automated process planning for
machine tools, dynamic constraint optimization
CAD systems) [15].

1983: Hart and Duda departed to form Syntelligence.
Marty Tenenbaum took over as laboratory head. Tony
Ley took over as head of Fairchild Research.

1984: First commercial use of Dipmeter Advisor

1985–1989: SPAR (Schlumberger Palo Alto
Research). SPAR was founded in 1985 with the staff
from FLAIR. The laboratory was conceived as an
advanced development center for Schlumberger’s
technology businesses. Themes included those from
FLAIR with increased emphasis on computer-aided
design (ECAD and MCAD) and ATE. The directors
were Charles Smith, followed by Philippe Lacour-
Gayet, and Reid Smith.

1989–1997: SLCS (Schlumberger Laboratory for
Computer Science, Austin, TX and Montrouge, France,
both cities that already hosted Schlumberger product
development centers.).

SLCS was conceived as an advanced software
center for all business units of the company. It was
formed from the SDR Systems Science department
staff and the staff from SPAR. Reid Smith was
the director. Jean-Claude Bernard led the team in
Montrouge.

Themes included high-performance computing, AI,
and three-dimensional (3-D) modeling/visualization.
SLCS also led the effort to improve software quality
and software development productivity across all
units of the company.

In 1994, the center was renamed to Schlumberger
Austin Research (SAR), with Bill Preeg as director.

In 2003, Schlumberger closed SAR and the neigh-
boring Austin Systems Center. The company trans-
ferred the staff from both to its main U.S. engineering
center in Houston to better integrate advanced
computational technologies into the company’s prod-
uct development programs.

PRODUCTS / SYSTEMS /
TECHNOLOGIES

One way to measure impact is in terms of systems and
technologies that were integrated into commercial
products and services. This section contains a few
representative examples, each associated with one of
the major divisions of Schlumberger in the day:
Schlumberger Oilfield Services and Schlumberger
Technologies.

The contributions described in this section are
structured as shown below.
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Schlumberger Oilfield Services
Dipmeter Advisor
Knowledge Representation Technology
GeoFrame Reservoir Characterization System
Lightweight Processes
Massively Parallel 3-D One-Pass Seismic Migration
SeisClass
Stream Machine
SciNapse
SlurryMinder
CemQuest
WaterCASE
Other Systems
Schlumberger Technologies
IDS 5000 Electron Beam VLSI Diagnostic System
Electric VLSI Design System
BravoMOST Mechanism Optimal Synthesis Tool
Knowledge Representation

SCHLUMBERGER OILFIELD
SERVICES

The Oilfield Services division was the company’s core
business dating to its founding and is the portion of the
company that exists today. Oilfield Services comprises
products and services, from exploration through pro-
duction, to help exploration companies and operators
to “deliver reservoir performance sustainably” [49].

Dipmeter Advisor
The first commercial application of AI in Schlumberger
was the Dipmeter Advisor [23], [53], [54], also the first
AI project undertaken by the company, primarily at
SDR. The Dipmeter Advisor system attempted to emu-
late human expert performance in the interpretation
of the dipmeter well-logging tool that measured the
conductivity of rock in a number of directions around
the borehole. That tool was central to geological inter-
pretation in the day. The task for a dipmeter inter-
preter is to translate these signals into conclusions
about the subsurface geological features (e.g., faults,
deltas, fans) that are indicators of the location of oil
and gas-bearing formations. The Dipmeter Advisor
was eventually sold as a service at 0.50 $US/foot.

Pattern detection algorithms proved to be as cen-
tral to high performance as were the interpretation
rules of the human expert [53]. Good patterns were
found to be essential input for the expert reasoning
system. Put another way, losses in the transition from
signals to symbols are hard to overcome later in the
processing pipeline with expert interpretation knowl-
edge. Of course, the human expert, legendary oil finder

J. A. Gilreath, performed both tasks at an expert level.
The initial expert system implementation did not.

The development of the pattern detection algo-
rithms was guided by the earlier experience of one of
the authors in sonar signal processing.

The pattern detection algorithms were later built
into the Log Quality Management System [40], [42],
elements of which were incorporated into Schlum-
berger’s logging truck systems (CSU-F and Maxis).

In a theme that permeates all of the systems
highlighted in this article, the amount of effort that
had to be devoted to the non-AI components was
dominant. Here are four examples:

1) The Dipmeter Advisor demonstrated the chal-
lenge of infrastructure: integrating field-acquired
data and the data center computing (VAX-VMS
systems) with nontraditional hardware (Xerox
“Dolphin” D-Machines) and software (Interlisp-D).
In 1982, SDR was the first nonacademic research
laboratory outside of Xerox PARC to purchase
and deploy D-machines. Before these could be
productive in Schlumberger’s environment, SDR
had to implement a full Ethernet network stack
within the VAX-VMS operating system for Xerox’s
PUP protocol family (a predecessor to TCP-IP),
ranging from packet transport and reliable
streams to virtual terminal support and the Leaf
page-level file access protocol.

2) Approximately half of the coding effort in the
Dipmeter Advisor went into the interactive
graphics system (see Figure 1). For some cli-
ents, the ability to scroll and interact with log
graphics in real time (as opposed to paper
charts and highlighter pens) was the most
important and useful element. And long after
the dipmeter tool itself was eclipsed by more
advanced logging tools, the interactive
graphics ideas continued to live on in subse-
quent Schlumberger systems.

3) To assist in commercialization, the Dipmeter
Advisor was translated from Interlisp-D to Com-
mon Lisp, so that it could run on more widely
available Sun workstations.

4) As another example of the kind of “infrastruc-
tural” work what was essential in the day, Eric
Schoen and his colleagues wrote an entire win-
dow system facade in Lisp for two different
backends. The team abstracted the Lucid Com-
mon Lisp window system on top of Lucid and on
top of the NeWS toolkit (from James Gosling,
who later went on to develop Java). For the
NeWS toolkit, the Lisp-defined window system
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was transpiled to PostScript and loaded onto the
NeWS window system.

Knowledge Representation Technology
An essential component of the Dipmeter Advisor was
a knowledge representation and programming toolkit
called “HyperClass,” containing: STROBE [57], a knowl-
edge representation language; and Impulse [50], a
knowledge base editor for STROBE. STROBE inherited
both a legacy of frame-structured knowledge repre-
sentation languages such as Units [59] and Loops [13],
and concepts such as message passing and reflection
from the evolving field of object-oriented program-
ming. Impulse, written in STROBE, was an extensible
knowledge acquisition framework, ultimately for both
ontologies and rules.

Within Schlumberger, ideas from STROBE—trans-
lated to C—informed the configuration system embed-
ded into Schlumberger’s Maxis well logging system.
Translated to Common Lisp, HyperClass was also used

in early e-Commerce applications spun out of Schlum-
berger Technologies division (see below) and licensed
by Sun Microsystems for its Symbolic Programming
Environment [29].

GeoFrame Reservoir Characterization
System
The Dipmeter Advisor architecture was later extended
and incorporated into the Crystal system for reservoir
characterization (modeling that characterizes under-
ground reservoirs based on their ability to store and
produce hydrocarbons). The goal was to develop an
environment that integrated existing large, traditional
interpretation programs (often involving the applica-
tion of numerical models) with expert advisory sys-
tems that employed symbolic methods. The new
architecture utilized declarative task description as a
way of structuring the user interface. Explicit repre-
sentation of control and data flow and hierarchical

FIGURE 1. Dipmeter advisor stratigraphic analysis display.
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task/subtask relationships were used to guide an end
user through a complex computation and to provide a
uniform framework for application developers [55],
with computations split between the interactive Lisp
workstation UI and a backend VMS system to run
standard Schlumberger log interpretation software.

Crystal led to Pleiades for early field deployment
and was eventually redeveloped (in C and Cþþ, with
an Oracle database) and extended to become the
GeoFrame Reservoir Characterization system [32].
After two decades, GeoFrame was ultimately sup-
planted by Petrel, which itself informs new cloud
native architectures such as Schlumberger’s DELFI,
which Schlumberger characterizes as a “cognitive E&P
(Exploration & Production) environment” [25]. Again,
the key learnings back in the mid-1980s were not
related to AI per se. Sun workstations had just
appeared and were more practical for field deploy-
ment than Lisp machines. Replacing object-based
knowledge bases with much more mature databases
resulted in scaling, integrity, and ease of maintenance.

Lightweight Processes
The Crystal system was distributed between Lisp
workstations for end-user interface and VAX/VMS sys-
tems for backend processing. The architectures of
both portions relied upon lightweight multithreading.
Schlumberger researchers were exposed to light-
weight processes in Interlisp-D, which had come
about from what the Xerox PARC people learned from
Niklaus Wirth and Modula 2. Wirth spent a sabbatical
year at PARC and worked on Mesa. The ideas made
their way into Interlisp-D.

At Schlumberger, Eric Schoen built lightweight
multithreading into the Vax side of Crystal—written in
BLISS and integrated with MAINSAIL (a machine-inde-
pendent version of the Stanford AI Lab SAIL language)
used for application-level programming in the VAX
portion of Crystal. Today, the model would be consid-
ered a “fiber” programming model, based upon the
cooperative multithreading concepts inherited from
Modula 2. In Crystal, there were ongoing reliability
issues with this approach, because MAINSAIL had a
garbage collector that was not ready for a lightweight
multithreading model.

This threadingmodel, however, survived asOVM: the
OmniPak Virtual Machine. That was Scott Guthery’s
port of Schoen’s BLISS implementation into the C lan-
guage. OVM made it into Austin’s Common Software
Library, used by both GeoFrame and the acquisition
software used in the CSU logging trucks. Schoen was
later involved in reimplementing OVM’s cooperative API

atop native Posix threads while safely allowing preemp-
tive scheduling; through the 1990s, this was used to
implement a distributed cache-coherent memory archi-
tecture among simultaneous GeoFrame users sharing a
common project database.

Massively Parallel 3-D One-Pass Seismic
Migration
At SLCS, two Thinking Machines Corporation Connec-
tion Machines were purchased (initially a CM-200, later
a CM-5). These machines, originally intended for AI
applications, grew out of the doctoral research of
Danny Hillis at theMassachusetts Institute of Technol-
ogy (MIT) AI Laboratory in the early 1980s. They were
purchased to support 3-D modeling at SLCS (see the
“Physics-Based Computer Graphics” section). How-
ever, one of the most significant results was a ground-
breaking approach to seismic processing. Massive
parallelism made 3-D one-pass depth migration practi-
cal [33]. Prior to that time, for a typical seismic survey—
a terabyte of input data on tapes—the typical 3-D proc-
essing sequence might take about thirty weeks on a
large-scale supercomputer, with four to five weeks of
processing time devoted to migration alone. The new
system achieved almost a 10-fold increase in efficiency.
Modern seismic processing clusters are not entirely
dissimilar: They leverage GPUs equivalent to the digital
signal processors of the CM-5 but with a few orders of
magnitude more performance and memory, and high
bandwidth low-latency industry-standard intercon-
nects between cluster machines.

Another notable step that ushered in a new
approach to seismic acquisition took place in 1996. A
joint industry-government team demonstrated real-
time collaboration between Houston and Schlum-
berger’s Geco-Diamond vessel, 130 miles offshore in
the Gulf of Mexico. The team included major oil
companies, network providers, NASA, Livermore and
Sandia National Laboratories, and the Texas Medical
Center. Advances in satellite communication, net-
working, digital collaboration, and supercomputing
enabled onshore geophysicists to quickly visualize
processed data and direct acquisition of new data,
based on the initial results [10], [51].

SeisClass
Starting in the early 1990s, a team based in Stavanger,
Norway, developed a seismic classifier toolbox to predict
reservoir parameters fromseismicdataattributes. It incor-
porated avariety ofmachine learning andmultivariate sta-
tistical analysis techniques, including supervised Bayesian
classification, and unsupervised classification via
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neural networks and k-means clustering [58]. The
package was commercialized as SeisClass in Schlum-
berger’s Charisma GeoFrame in 1997–98.

The technologies used in SeisClass formed the
foundation for work in several areas of seismic
analysis, including 4-D, automated fault extraction,
and depositional environment analysis. They are
today recognized as important elements in moving
seismic attribute analysis from exploration into
exploitation (Per Salomonsen, Personal Communi-
cation, 2021).

StreamMachine
In the early days of AI at Schlumberger, automatic pro-
gramming was a central research theme. At SDR, it
was pursued by David Barstow, Elaine Kant (both of
whom studied under Cordell Green at Stanford Univer-
sity), and other team members [8].

Three application threads were pursued: The first
was quantitative log interpretation, where the key
issue is the interaction among diverse types of knowl-
edge (log interpretation, formal mathematics, pro-
gramming techniques), and the target language and
architecture. The second thread was data acquisition
software used during logging, where the key issue is
programming techniques for handling real-time situa-
tions with feedback loops. This work became the
Stream Machine, described here. The third thread, Sci-
Napse, is discussed in the next section.

The Stream Machine is a software architecture
designed for data acquisition and process control
under real-time constraints. It supports depth-based
processing that can be near real time, can deal with
multiple measurements at multiple scales of resolu-
tion, from sensors offset vertically from one another,
and aligned for the application of models to calcu-
late petrophysical quantities that are not measured
directly. The work stemmed from a collaboration
between the SDR automatic programming team and
colleagues working on the next generation of log-
ging trucks at Schlumberger’s engineering center in
Austin, TX [9].

The architecture is still present in Schlumberger
logging applications today.

And, in keeping with the recurring theme of this
article, we started out to apply AI to Schlumberger’s
businesses, but much of the effort was expended on
infrastructural and other tasks. In the case of the Dip-
meter Advisor, Crystal, and lightweight processes, the
first step was to build all the networking infrastructure
(in particular, VMS kernel extensions to support layers
4–7 of the OSI X.200 model) to put Digital Equipment
Vax computers on Ethernet.

SciNapse
The arrival of massively parallel computers suggested
a third thread for Schlumberger’s work in automatic
programming. Elaine Kant and her colleagues at SLCS
constructed SciNapse (originally Sinapse), a knowl-
edge-based, domain-specific system, to synthesize
mathematical-modeling software. From specifications
of partial differential equation and numerical methods,
SciNapse generated finite-difference programs com-
prising kernel stencils and boundary conditions in For-
tran-77, Connection Machine Fortran, and C, which
were used by modelers working on the development
of Schlumberger sonic logging tools [35].

Figure 2 shows the multiple levels at which specifi-
cations can be entered in the SciNapse code genera-
tion system.

Elaine later went on to start her own company, Sci-
Comp, and the system, licensed to major investment
banks, automates the implementation of software
programs for financial risk-management activities—
from algorithms research to production pricing to risk
control [1], [2].

SlurryMinder
A critical phase of oil well completion involves posi-
tioning cement between the outer surface of a metal
casing and the sides of the well. This task is done by
injecting a specially formulated cement slurry down
the center of the casing and up the sides of the bore
hole. The SlurryMinder knowledge-based system is a
design tool to aid field engineers in creating globally
consistent cement slurry formulations and to rapidly
disseminate current well-cementing techniques. Five
separate subsystems are connected by a set of sys-
tem kernel routines: the human interface, the infer-
encing mechanism, the concentration routines, the
explanation and warning subsystem, and some utility
routines for database browsing and administration.
Within the inferencing mechanism, there are 14 knowl-
edge bases containing over 700 separate rules and

FIGURE 2. Levels of specification and abstraction [2].

January-March 2022 IEEE Annals of the History of Computing 93

EXPERT SYSTEMS: COMMERCIALIZING ARTIFICIAL INTELLIGENCE

Authorized licensed use limited to: Reid Smith. Downloaded on March 25,2022 at 02:39:28 UTC from IEEE Xplore.  Restrictions apply. 



solution strategies. SlurryMinder was developed at the
Dowell Schlumberger engineering center in Saint-
�Etienne, France. It won a deployed application award
at the 1992 Innovative Applications of Artificial Intelli-
gence Conference [37].

CemQuest
Another system focused on cementing is CemQuest
(cement quality estimation), developed at Schlumberg-
er’s research center in Cambridge, England. This system
enabled identification, characterization, and prediction
of the variability of oil-field cements. CemQuest used
neural networks to predict, directly from the Fourier-
transform infrared spectroscopy spectrum, composi-
tion, particle-size distribution, and thickening times for
certain cement-slurry formulations. It was applied in
Schlumberger’s regional field laboratories to detect and
avoid cementing problems normally associated with
cement quality and variability.

The authors explained the decision to use neural
networks as follows: “The full relationships between
the measurable properties of a cement powder and its
slurry performance are not known and are expected

to be complex, that is, highly nonlinear[. . .]. Therefore,
it is best to choose a technique for finding such corre-
lations that make as few assumptions as possible
regarding their nature. ANNs offer the possibility of
finding input-output correlations of essentially arbi-
trary complexity and consequently formed the basis
for the AI methods we used in this work.”

CemQuest won a deployed application award at
the 1996 Innovative Applications of Artificial Intelli-
gence Conference [22].

WaterCASE
WaterCASE is a case-based reasoning system for ana-
lyzing produced water from oil and gas wells [3], [5]. It
helps engineers solve intricate water problems by link-
ing identified problems with historically successful sol-
utions. The system examines information from all
sources including production history, reservoir descrip-
tions, and logging results. An important aspect is that
it makes allowances for missing data. This enables
engineers to perform water-system analysis with only
existing and sometimes incomplete datasets. A case-
based reasoning architecture was chosen to take

FIGURE 3. Simple schematic of the SlurryMinder architecture [37].
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maximum advantage of Schlumberger’s extensive
documented experience with the treatment of pro-
duced water problems.

The user interface asks specific questions about
symptoms and diagnostic test results that help pro-
cess analysis of the water-control problem types.
Once a sufficient set of answers is completed, prob-
lem types are identified and ranked according to their
likelihood of incidence. The WaterCASE logical struc-
ture is shown in Figure 4.

Other Systems
AI was applied to drilling in a number of other oilfield
systems in the early years of AI at Schlumberger.
These include navigation for autonomous down-hole
vehicles, an expert system for lost circulation, a quasi-
Bayesian expert system for stuck pipe diagnosis, fault
monitoring for downhole drilling motors using neural
networks, stochastic grammars for interpreting what
was happening on a rig from the surface data, and hid-
den Markov models for well control and artificial lift
applications. See [12] and [26].

Schlumberger Technologies
The Schlumberger Technologies division represented a
collection of technology-focused businesses, ranging
from semiconductors (Fairchild) and semiconductor
test systems, CAD/CAM software (Applicon), retail
petroleum systems (gasoline pumps and point-of-sales
systems), smart cards, and electronic metering for
electricity, water, and gas. This section describes AI
applications in these businesses before Schlumberger
sold or spun them out in the early-mid 2000s to refocus
on Oilfield Services.

IDS 5000 Electron Beam VLSI
Diagnostic System
The IDS 5000 is an Integrated Diagnostic System that
marries a noncontacting electron beam probe with a

CAD model of a semiconductor chip to facilitate test-
ing. A computer “maps” design features in the model
into their physical locations on the chip under test,
enabling the beam to measure internal signals in a
nonloading, nondestructive way. This system com-
pressed the troubleshooting or debug phase of chip
development and reduced the number of design itera-
tions necessary to produce a fully functional chip.

“The real key to success of the IDS 5000 is the inte-
grated software which lets the user navigate effort-
lessly over the chip’s terrain. A chip design engineer
can sit down and, with little training, make measure-
ments and diagnose problems rapidly. [. . .] Simply by
selecting a particular wire in the layout window, with a
computer mouse, the engineer causes the system to
move automatically to the correct area of the chip
and highlight the corresponding area of the layout dia-
gram. This translates into huge efficiency gains for the
engineer who can concentrate on diagnosis, and not
on the tedious task of tracing wires through a maze of
interconnections. Since engineers are able to corre-
late design data directly with chip real estate, trouble-
shooting time is cut dramatically for new chip
designs.” [47].

The IDS 5000 combined leading-edge physics, elec-
tronics, CAD, and computer vision to deliver an inte-
grated solution [20], [21], [41]. The AI contribution was
the computer vision system that enabled alignment
between the CAD drawing and the circuits on the
actual chip.

Electric VLSI Design System
Steve Rubin’s unique VLSI ECAD system, sold com-
mercially as “Bravo3VLSI,” and later open-sourced, has
been used by thousands of individuals at hundreds of
institutions worldwide [27], [28]. Most ECAD systems
use a geometry approach to integrated circuit layout;
rectangles of “paint” are laid down on different layers
to form the masks for chip fabrication. By contrast,
Electric uses a connectivity approach; designers draw
schematics by placing components (MOS transistors,
contacts, etc.) and drawing wires (metal-2, polysilicon,
etc.) to connect them [46].

In addition to the two systems described above, the
FLAIR laboratory also pursued work on proving the cor-
rectness of digital hardware designs. See [6] and [7].

BravoMOSTMechanismOptimal
Synthesis Tool
Schlumberger CAD/CAM’s BravoMOST (Mechanism
Optimal Synthesis Tool) was an interactive graphics
package that aids the design of 2- and 3-D linkages.

FIGURE 4. WaterCASE logical structure [3].
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It was the first product on the market that could
solve complex 2- and 3-D, n-bar linkage problems
[38], [48].

Geometric reasoning has been a central issue in AI
from the early days of robotics. BravoMOST addressed
a key geometric reasoning task, the geometric con-
straint satisfaction problem (GCSP): “Given a collec-
tion of geometric entities, or geoms, and constraints

that describe how the geoms interact with each other,
find their positions, orientations, and dimensions so as
to satisfy all constraints simultaneously. Solving
GCSPs is central to several related domains: describ-
ing mechanical assemblies, constraint-based sketch-
ing and design, geometric modeling for computer-
aided design, and kinematic analysis of robots and
other mechanisms” [38].

Knowledge Representation
Continuing work on KL-ONE, the well-known knowl-
edge representation system, at FLAIR Ron Brachman
and colleagues explored hybrid representation and
reasoning systems combining logic with frame-based
terminological components [16], [39], [43], now referred
to as Description Logics. The principal themes of this
work explored tractability and decidability of logic for
inference in knowledge representation systems.

Impact Beyond Schlumberger
Thus far, we have focused on impact in terms of sys-
tems that went commercial inside Schlumberger,
either on their own, or as components inside other
platforms. But that is not the whole story.

FIGURE 5. BravoMOST linkage design optimization, from [62].

FIGURE 6. Virtual Company circa 1994 [60].
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Companies founded by people who worked in
Schlumberger’s research centers include the industry
giants Cisco and Netflix, together with several others,
such as Cancer Commons, CommerceNet, Enterprise
Integration Technologies, i2k Connect, Pure Software,
SciComp, Syntelligence, Veo Systems, and xCures.
Industry recognition for ex-Schlumberger AI research-
ers includes: Computers and Thought Award (Hector
Levesque—also a fellow of the Royal Society of Can-
ada), 3 AAAI (Association for the Advancement of Arti-
ficial Intelligence) Presidents, 13 AAAI Fellows, and
several AAAS, ACM, and IEEE Fellows.

In other words, the biggest impact has been made
by talented people who built on their Schlumberger
experience at other labs and in their own companies,
to develop revolutionary products and services. In this
section, we present three examples.

e-Commerce
The e-Commerce story begins with research conducted
at SPAR in support of Schlumberger’s CAD/CAM
business.

Beginning around 1985, Marty Tenenbaum became
intrigued with the idea of using the Internet to support
large-scale engineering projects, such as the design of
a 747 airplane, involving thousands of people at hun-
dreds of companies [60].

Inspired by the distributed blackboard in the Hear-
say speech understanding system, he and colleagues
at Schlumberger and Stanford modeled this distrib-
uted design process as human and computer agents,
collaborating through a shared model of the artifact.
When an agent modified the design, affected agents
were notified so they could critique the change or
respond with changes of their own.

Over the Thanksgiving holidays in 1988, while
running in the desert outside of Phoenix, he had
an epiphany: the solution he had crafted was not
limited to facilitating engineering and manufactur-
ing. He had created a de facto Internet market-
place where individuals and companies could
exchange products and services with unprece-
dented efficiency.

Armed with this new understanding, he left
Schlumberger to form Enterprise Integration Tech-
nologies (EIT), with Jeff Pan, Jay Glicksman, and
Allan Schiffman. Steve Harari, a marketing execu-
tive in Schlumberger’s ATE division, joined to pro-
vide some business acumen and adult supervision.
EIT became the first company to conduct a com-
mercial Internet transaction (1992), a secure web
transaction (1993), and an Internet auction (1993).
In 1994, Marty founded the CommerceNet Consor-
tium, an industry alliance to jumpstart e-Commerce.
CommerceNet brought together fledgling Internet
pioneers like Netscape, Amazon, and Yahoo, none
of whom had more than a few dozen employees
and connected them with industry stalwarts like
Visa, FedEx, and IBM. These corporations provided
the infrastructure needed to complete transactions,
for example, to make payments and get things
delivered. At its peak, CommerceNet had over 800
corporate members in more than 20 countries.

In 1997, Tenenbaum cofounded Veo Systems,
which pioneered the use of XML documents for
automating business-to-business transactions.
Commerce One acquired Veo in 1998, and used its
technology, with roots back to SPAR, to build
industrial-scale marketplaces for the automobile,
aerospace, and electronics industries and a dozen
others.

FIGURE 7. Luxo Lamp Animation, from [24]. Spacetime constraints. (a) The method generates the jumping lamp by minimizing

deviations from Newtonian physics while trying to minimize the average muscle power that the lamp exerts. (b) Increasing the

lamp base’s mass makes it look heavier, without additional animator intervention.
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Physics-Based Computer Graphics
At Schlumberger, the physics-based modeling work of
Andy Witkin and team was thought to have several
applications in the oilfield services business. It could be
used to reconstruct geologic structures by correlating
well logs across multiple wells in a field. It provided a
way to use the logs as high-resolution boundary condi-
tions to reconstruct detailed 3-D geology from low-reso-
lution seismic data. And it could be used to simulate
fluid flowswithin these structures.

But the ultimate impact was far broader, reflecting
the foundational role of vision and graphics in AI and
computer science.

The team’s seminal papers on physics-based
modeling ushered in a new generation of photo-realis-
tic computer graphics and animated movies. Their
contributions have been widely recognized in multiple
best-paper awards, and a lifetime achievement award
for Witkin at ACM SIGGRAPH. The entire team eventu-
ally wound up at Pixar, where they won two technical
Academy Awards for modeling deformable objects
(e.g., cloth, hair blowing in the wind). The team was
also responsible for Pixar’s now iconic bouncing Luxo
Lamp animation, which was originally done for fun in
the mid-80s on a Lisp Machine at SPAR.

“ACM SIGGRAPH recognizes Andrew Witkin with
the 2001 Computer Graphics Achievement Award for
his pioneering work in bringing a physics-based
approach to computer graphics. His papers on active
contours (snakes) and deformable models, varia-
tional modeling, scale-space filtering, space time con-
straints, and dynamic simulation are considered
landmarks that have been inspirational to others and
have shaped the field in such different areas as image
analysis, surface modeling, and animation. Andy did
his PhD. at MIT in the Psychology department. His the-
sis was about the perception of surface orientation
from texture statistics. At Schlumberger Palo Alto
Research, Andy developed the technique of “Scale-
Space Filtering,” which is a method for analyzing sig-
nals based on the changes in their inflection points
under smoothing. The work has become a classic in
the multi-resolution signal analysis literature. . . .”

For “Scale Space Filtering,” see [63] and [64]. For
“Snakes: Active Contour Models,” see [36]. According
to Wikipedia, it is the 11th most cited paper ever in
Computer Science. Active contour models found their
way into applications as diverse as seismic interpreta-
tion software for seismic horizon tracking in Schlum-
berger software, and in the mass market, in photo
editing software such as Photoshop’s “magnetic
lasso.”

And from the Academy of Motion Picture Arts and
Sciences 78th Scientific & Technical Awards:

“To John Platt and Demetri Terzopoulos for their
pioneering work in physically-based computer-gener-
ated techniques used to simulate realistic cloth in
motion pictures.

Their 1987 article, “Elastically Deformable Models,”
was a milestone in computer graphics, introducing the
concept of physically-based techniques to simulate
moving, deforming objects.” See [61].

OWLWeb Ontology Language and
the SemanticWeb
OWL, the Web Ontology Language [65], is one of the
key standards of the Semantic Web [11]. OWL’s sublan-
guage variants including OWL DL descend directly
from work on description logics; these trace to work
by Brachman, Levesque, and Patel-Schneider during
their time at FLAIR and SPAR.

REFLECTION
The early part of Schlumberger’s AI journey has been
documented in a number of publications, e.g., [4], [31].
The AI lessons learned have also been documented,
e.g., [18], [52].

With the benefit of hindsight, we offer a few reflec-
tions on the challenges and learnings from the early
days of corporate AI, based on our personal experien-
ces at Schlumberger.

AI is always delivered as part of larger system.

Often it is a relatively small part, both from a func-
tionality perspective and from a development/mainte-
nance effort perspective. Indeed, the ratio can be as
high as 90-10, when one includes systems architecture,
infrastructure, networking, deployment, graphics/visual-
ization, hardware, and many other essentials for devel-
oping, testing, delivering, and maintaining products and
services to customers. This ratio was not well under-
stood in the day, but it has, if anything, only increased
between the standalone applications of the 1980s and
present-day AI, embedded in every conceivable product
and service.1 As a result, there is a very fuzzy boundary
between applied research and engineering.

1Highnam [34] underlines these points in an AI Magazine arti-
cle on DARPA’s vision. “Some of the work is deeply technical,
such as handling pathologic failure modes, mitigating bias,
and defense against adversarial attack. As much work, if not
more, remains to establish the tradecraft and tools of system
engineering when emerging AI technologies are inserted into
enterprise systems.”
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Successful technology-based products and serv-
ices arise from a deep understanding of both the
issues faced by customers and the applicable science
and technology.

But in those days at Schlumberger, and we susp-
ect most other companies, there were few connec-
tions between corporate AI and computer science
laboratories, and corporate marketing organizations
or even better, customers. This was in stark contrast
to the strong connections between other parts of
Schlumberger research and marketing, engineering,
and customers.

The boundaries between applied research and
engineering product development in computationally
based systems, like AI systems, are no fuzzier and
harder to define than they are in the physics/mechani-
cal engineering/electrical engineering/chemistry tech-
nologies that were engrained in the Schlumberger
culture and experience of the day.2 However, in those
early days, software was new to the Schlumberger
management culture. As one senior executive once
said to one of us, “I am more comfortable with
mechanical tools, where I can see how they work by
looking at them, whereas I can’t see software at all, let
alone how it works.” There was no experience to guide
understanding on how to coordinate collaboration
among software research & engineering functions.
And AI in particular was viewed with skepticism by
company management and by the other research and
engineering groups—not dissimilar to the way in
which it was viewed by the scientific and engineering
communities outside the company. Continued sup-
port for software research and development in those
days is a testament to the visionary leadership of the
company.

Geography mattered in those days.

Schlumberger was even then a transnational
enterprise, operating all over the world and made up
of people from everywhere. So, there were relatively
few cultural barriers to collaboration. However, the
standard way to collaborate on and to transfer tech-
nologies between centers was to transfer people. This
is always hard to do over extended periods, due to the
consequent upheavals to family life, and so on. Those
were also the early days of networking and of the local
computers that preceded workstations and personal

computers. Hence connectivity and compatibility
were hard to come by. Different groups were on differ-
ent networks until the mid-eighties and different
research and engineering centers used different com-
puters—so the code was not portable. It had to be rec-
reated from the source.

Contrast with today, where communications tech-
nologies and the Internet make it normal to operate
companies in a fully distributed manner. People living in
widely disparate parts of the world come together virtu-
ally every day to collaborate on projects. Some compa-
nies, like our own i2k Connect and Cancer Commons,
operate in a fully virtual manner, where the staff and the
customers only occasionally meet face-to-face.

Looking back, we are grateful that we had the priv-
ilege of working with a such a diverse collection of tal-
ented people.

Schlumberger provided encouragement and a
never-ending supply of interesting real-world problems
to which to apply AI and other computational technol-
ogies. The company expected to apply AI technology
in products and services, as it does with every other
kind of technology. Indeed, that was what attracted
us in the first place. We got our “10,000 hours” of hard
knocks experience in what it takes to field practical AI
. . . and more generally, computationally based sys-
tems and what it means to be responsive to customer
needs.

OVER TIME, MEMBERS OF THE
RESEARCH STAFFWENT ON TO
GREAT ACHIEVEMENT AT
UNIVERSITIES, OTHER RESEARCH
LABS, ENTREPRENEURIAL VENTURES,
AND GOVERNMENT.

The real legacy is the excellence of the people that
were recruited into these labs. Over time, members of
the research staff went on to great achievement at
universities, other research labs, entrepreneurial ven-
tures, and government. They carried with them proj-
ects and ideas that got their start at Schlumberger
and went on to change the world.

Jean Riboud understood how early Schlumberger
was to invest in AI, at a time when no one could fully
grasp what the eventual outcomes and influences
might be [45].

“As to artificial intelligence, we have hardly begun
to understand what this abundant and cheap inte-
llectual power will do to our lives. It has already

2“Industrial leaders [. . .] have realized that the traditional idea,
that the sole goal of research is to create new knowledge,
must be augmented by goals aimed at problem solving and
effective processes for the commercial use of research
results.” (Schlumberger Research Visiting Committee, Per-
sonal Communication, 1997).
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started to change physically the research laboratories
and the manufacturing plants. It is difficult for the
mind to grasp the ultimate consequences for man and
society...”
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